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INTRODUCTION

Leukaemia is a malignancy of blood cells. In leukaemia, abnormal 

blood cells are generating in the bone marrow [1]. Generally 

leukaemia entangles the creation of abnormal white blood cells [2]. 

However, the abnormal cells in leukaemia do not function in the 

same way as normal white blood cells [3]. Th ere are several types of 

leukaemia, based upon how speedily the disease is growing up and 

the type of abnormal cells are generate. Th e four general types of 

leukaemia are Acute Lymphocytic Leukaemia (ALL) [4], Chronic 

Lymphocytic Leukaemia (CLL), Acute Myeloid Leukaemia (AML) 

and Chronic Myeloid Leukaemia (CML). Acute Lymphoblastic 

Leukaemia is a cancer of lymphoblast which is white blood cells that 

fi ght infection [5]. White blood cells are most usual type of blood 

cell to become cancer. But red blood cells which carry the oxygen 

from the lungs to the rest of the body and platelets may also become 

cancer [6]. Leukaemia occurs mostly in adults older than 55 years, 

and it is the most general cancer in children younger than 15 years 

[3]. Leukaemia is either acute or chronic. Acute leukaemia is a fast-

growing cancer that generally gets worse speedily. Chronic leukaemia 

is a slower-growing cancer which gets worse slowly over time. Th e 

treatment and prediction for leukaemia depend on the type of blood 

cell invaded and whether the leukaemia is acute or chronic. In 2015, 

54,270 people are prospective to be diagnosed with leukaemia. Th ere 

are an almost 327,520 people subsistent with, or in relief from, 

leukaemia in the US. Th e overall fi ve- year correlative anointing 

rate for leukaemia has more than fourfold since 1960. From 1960 to 

1965, the fi ve-year correlative anointing rate among whites (only data 

available) with leukaemia was 14%. From 1975 to 1980, the fi ve-year 

correlative anointing rate for the total population with leukaemia was 

34.20%, and from 2004 to 2010, the overall correlative anointing rate 

was 60.30% [7]. From 2005 - 2010, the fi ve-year relative correlative 

anointing overall were CML is 59.90%, CLL is 83.50%, AML is 25.40% 

overall and 66.30% for children and adolescents younger than 15 

years and ALL is 70% overall [8], 91.80% for children and adolescents 

younger than 15 years, and 93% for children younger than 5 years. In 

2015, 24,450 people are expected to die from leukaemia with 14,040 

males and 10,050 females. In 2007-2011, leukaemia was the fi ft h most 

common cause of cancer deaths in men and the sixth most common 

in women in the US [8].

In the fi eld of microarray data analysis the gene selection is one 

of the most challenging remittance. Gene expression data usually 

contains a huge number of variables genes compared to the number 

of samples [9]. Th e conventional data mining procedure cannot be 

directly used to the data due to this identity problem. Th e analysis 

of gene expression data used dimension reduction procedure for this 

reason [10]. Th e gene selection which deducts the genes extremely 

related to the pattern of every type of disease in order to escape such 

problems. Th e statistical obtainments with parametric and non-

parametric tests. For example t - test [11] and Wilcox on rank sum test 

have been thoroughly used for searching diff erentially revealed genes 

since they are instinctive to understand and implement. But they have 

a restriction to propagate, if more than two classes and require time 

swallowing coordination to solve the problem of multiple testing. Th e 

Kruskal-Wallis test can be used for three or more groups. But it may 

be generate prejudiced result because of the reliance on the number 

of samples, when it is used to microarray data whose sample size 

are generally unbalanced. Microarray and gene chips have formed 

it feasible to experimental assessing the disclosure of many separate 

genes at a time [12]. Many diseases, they are reason by the problems 

such as chromosomal disequilibrium and gene mutations, which give 

away abnormal gene expression patterns. Th ese patterns give the 

information about the underlying genetic method and states of several 

types of disease [13]. If these patterns can be analyzed properly, they 

can be effi  cient for recognize the disease sample and detecting the 

extent to which a forbearing is affl  iction from the disease and which 

can be help in the management of disease [14].

Th e microarray gene expression data have been collected to 

underlying biological process of a number of diseases. It is very 

important to narrow down from thousands of genes to a few disease 

genes and gene ranking; gene selection is most important step in 

microarray data analysis [15]. For classifi cation data analysis, several 

types of way have been proposed for gene ranking [16]. Th ese are 

classifi ed into three several types: fi lter [17], wrapper and embedded 

process. Each of these categories has its personal advantages and 

disadvantages. For example, fi lter process are computationally useful 

and simple but minor performance than the other process. On the 

other hand, wrapper and embedded procedure are comparatively 

much complicated and computationally costly but it usually gives 

excellent classifi cation performance as they mainly apply classifi er 

characteristics in gene ranking. Filter procedure include T- score, 

which is t-statistic standardized interrelation between input and 

output class labels. On the other hand, wrapper and embedded 

procedure include Support Vector Machine (SVM) [18] and its 

variants [19,20], Random Forest (RFE) [21], elastic net [22], guided 

regularized random forest [23], balanced iterative random forest 

[24] etc. Main distinction of fi lter process and wrapper or embedded 

procedure is how they behave samples when ranking genes. For 

example, in fi lter procedure, all the samples are usually used for gene 

ranking but the quality and relevance data samples are ignore. On 

the other hand wrapper or embedded procedure, classifi er such as 

boosting algorithm, logistic regression, Support Vector Machine 

(SVM) etc., is used to gene ranking [25].
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In the fi eld of the Machine Learning, like Computer vision, Speech 

recognition the Deep Learning has earned state of the art result. Th e 

developments of the Deep Belief Network are started in the fi eld of the 

Deep Learning [26]. Th e unsupervised pre-training and supervised 

pre-training are used in Deep Belief Network. Diff erent types of 

unsupervised pre-training algorithm are developed based on same 

concept such as Stacked Denoising auto encoder [27] and Contractive 

auto encoder [28]. We get the excellent performance in deep learning 

without unsupervised pre-training, it has been possible with the 

development of the Rectifi ed Linear Network [29]. A Deep Neural 

Network and Multilayer Perception (MLP) are same structure. Th e 

hidden layer numbers are defi ned as the depth of the neural network 

[30]. At least two hidden layer are present in-depth model [30] and 

usually needs weights then MLP [31]. If the numbers of hidden layer 

are increase, then the model complexity are exponentially increase 

and needs more training samples. Th e main deep learning methods 

are Restricted Boltzmann machine model [31] which is energy based 

training models. Deep learning process is unsupervised, i.e., the 

model used the input information. In system identifi cation, the deep 

learning methods can’t be applied directly because as classifi cation 

problem, the input and output are the non binary value [31]. 

  Th e present paper is an eff ort in this regard provides a new 

procedure neural network models for identifying genes mediating 

normal genes and disease genes. Now we can identify the genes 

by using this neural network model. We said this model is Deep 

Neural Network model (DNN). Th e procedure is to the purpose in 

a data-rich condition i.e., if the number of sample completely huge 

comparison to the dimension of each sample. In this problem, the 

number of microarray samples is fully less compared to the number of 

genes. To solve this problem, we have suggest a process of generating 

much data from the given microarray gene expression data sets. Th e 

proposed procedure, along with its best performance over other 

various processes has been demonstrated using three microarray 

gene expression leukaemia data sets. Th e existing process with which 

the results have been compared, Support Vector Machine (SVM), 

Signifi cance Analysis of Microarray (SAM), and Signal to Noise Ratio 

(SNR). We can perform comprehensive analysis using biochemical 

pathway, p - value, t - test, F - score. It has been found that the method 

has been able to the genes are more signifi cant.

SOME EXISTING METHODS

In this section, we have present identifi cation of cancer mediating 

genes by using neural network model. For comparative analysis, we 

have created a survey on existing gene selection methods. Among 

them, we have select three types of gene selection method namely 

SVM, SAM and SNR.

In machine learning procedure SVM are used to isolate two classes 

by maximizing the limit between them. For cancer classifi cation, 

support vector machine are used to identify important genes. For 

quadratic programming and linear programming methods are used 

standard SVM and Lasso (L1) SVM. In gene selection methods 

Recursive Feature Elimination (RFE) SVM is other algorithm which 

is used weight magnitude for ranking standardization. In SVM-RFE, 

all genes are hold some scoring function and one or more gene are 

remove according to their score value. When the highest accuracy 

value is achieved, the procedure will be stopped.

In SAM, the genes are identifi ed statistically signifi cant changes 

of expression values using set of gene specifi ed t - test. On the basis of 

the changing gene expression values, every gene has generated a score 

value. If score value is grater then threshold value that means which 

gene is most signifi cant. 

According to their discriminative power rank correlated genes are 

applied SNR method. Th e method starts single gene evaluation and 

frequently searches for another genes based on statistical parameter. 

Th e important genes are selected based on their high SNR score. 

Th e procedure is more effi  cient for detecting and ranking smaller 

number of signifi cant genes, if the number of genes can be decreased 

signifi cantly. 

METHODOLOGY

Let us assume a set G = (g
1
; g

2
; …….; g

n
) of n genes are known 

which is hold the fi rst “m” expression values in normal samples 

and the subsequent “n” expression values in diseased samples. Now 

interrelation coeffi  cient of gene-based normal samples is calculated. 

Th erefore, interrelation coeffi  cient R
pq

 within pth and qth genes is given 

by [17,18] 
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Here y
p
 and y

q
 are the mean of expression values of pth and qth 

genes, respectively in normal samples. Similarly, for diseased samples 

the iteration coeffi  cient R’
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Each pair of genes is computed by using (1). Th e genes are located 

in the similar group if R
pq

 > = 0.50. Now we have used interrelation 

coeffi  cient to narrow downhearted the invention space by searching 

genes of a comparable behaviour in terms of related expression 

patterns. Th e set of responsible genes mediating certain cancers are 

recognized in this procedure. Th e choice of 0.50 as a threshold value 

has been done through extensive experimentation for which the 

distances among the cluster center have become maximize. Th e main 

set of genes is obtained in this pathway. 

In Deep learning methodology, the learning rate is considered as 

a hyper limit and optimized based on their smallest validation error. 

Magnitude value of the back propagate error derivative is few from 

lower layers as compared to the upper layers. For usefulness training 

learning rate are diff erent for diff erent layers. In the possible set of 

learning rate there is an exponential growth with increase of the depth 

neural network. For many DNNs with several learning rates in every 

layer are searching for optimal hyper parameter and the optimization 

of the learning rate is computationally expensive. For Deep MLP, 

an attempt has been creating to expand a new hyper parameter free 

adaptive learning algorithm. Th e methodology endeavours to avoid 

extensive searching for getting optimal learning rate hyper parameter 

in MLP. Learning rate is composed of a function of a parameter β, 

which is known as learning parameter. Th e weights of the DNN are 

updated in the same way learning parameter are updated. Figure 1 

shown the structure of the Deep Neural Network.

In this methodology, two functions, namely sigmoid and 
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Figure 1: Structure of the Deep Neural Network.

exponential are considered as given bellow.

( ) ( )
1( ) 1/(1 exp( ))L LF                   (3)

2( ) ( )
2( ) exp( )L LF                   (4)

Where β(L) is the learning parameter of the layer L. 

In each neuron to every layer, the weight magnitude is changes, 

expect the input layer. Learning rate updating is used to the Laplacian 

score concept. Th e relevance of every neuron of every layer is used to 

Laplacian score. 

For a mini batch, the output from every layer is accepted 

during the forward propagation. Th e Laplacian score of the neuron 

is calculated by using the output of neuron of mini batch for any 

particular layer. Th e neuron is depends on Laplacian score of output 

and output is depends on the incoming weights of the neuron. If the 

Laplacian score is high, that means incoming weight of the neuron are 

already trained to generate the output. Now the weight connecting 

neurons in layer (L-1) to ith neuron in layer L. Th e eff ective learning 

rate is given by

( ) ( ) ( )(1 ) ( )L L L
i il F                   (5)

Where is the Laplacian score of the output from ith neuron in layer 

L and β(L) learning parameter of the weight values which is connecting 

in layer of layer L. F is the function which is given by (3) and (4). 

Laplacian Score Calculation

Let in a layer contain four neuron and feed-forward step using 

mini batch of size three. In a particular level of neuron, the activation 

function is denoted by the A
ij
. Where i is the index neuron and j is 

the mini-batch. Activation values can be represented in matrix forms 
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Calculation of the updated weight

Input for every hidden layer and output layer are calculated
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Where L
i is the ith neuron in layer L.

LS  is the size of layer L.

L
ji is the weight of the jth neuron in ( 1)L  layer to ith neuron in 

L layer.

L
jO  is the output of the jth neuron in L layer.

L
jD  is the Dropout mask jth neuron in layer L.

L
jB  is the Binomial 

Now we are applied Rectifi ed Linear activation function. Now the 

hidden activation function which is given by

max(0, )L L
i iO   i =1 to S                 (7)

Sigmoid activation function is used only for the output layer. 

Cross entropy error is used and is given as follows
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1
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i i i i
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Here is the class level and total number of layer is denoted.

Changing weight for every layer are starting from output to fi rst 

hidden layer are given by 
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nj nj j L
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                (9)

For all layer, except output layer is given by
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  Is the output layer, which is given by

( )i i iO      j =1 to Sk              (11)

Th e incoming weight for jth neuron in layer L, the learning rate 

is given by

 ( ) ( ) ( )(1 ) ( )L L L
j jl F    j =1to SL              (12)

Where ( )L  is the learning parameter for incoming weight of 

layer L, and l
j
(L) is the Laplacian score of L layer.

Weight update for the bias are given bellow

( ) ( ) ( )

( )

L L L
i i i L

i

B B
B

 
 


                (13)

Where

( 1)

( )

L
iL

iB
 

 


    i =1 to SL

Learning rate of the incoming bias of ith neuron in layer L are 
given by

( ) ( ) ( )(1 ) ( )L L L
i il F   i = 1 to SL              (14)

Th e equation used through the training part are same as the 

forward pass equation through the testing part but the dropout mask 

is not used through training, and the output of every hidden layer 

is multiplied by the terms of (1 )droupout . For every layer, the 

incoming input is given by

( 1)
( ) ( ) ( 1) ( )

1
((1 ) )

S L
L L L L

i ji j i
j

dropout O B 





      j=1 to SL          (15)

Rectifi ed linear activation function is used for the hidden layer 

and sigmoid activation function is used for output layer. 
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Algorithm
Input: Testing and training date sets. Weight and bias is the initial 
random values.

In training data set for every mini-batch.            //Training
                     For every layer L from 1 to        //Forward pass
                            For every neuron i from 1 to SL 

                                           Calculate input ( )L
i and output ( )L

iO

                                        Calculate Laplacian Score ( )L
il

                   End
End
From every layer L from  to 1             // Backward pass
                 For i from 1 to SL                         // gradient calculation

                         For j from 1 to ( 1)LS 

                                    Calculate the error 
( )L
ji


                           End

                           Calculate error 
( )L
iB




   
                   End

The learning parameter ( )L and ( )L are update
For every neuron i from 1 to SL                 //calculate learning rate

Calculate learning rate  ( )L
i  and ( )L

i
End 
For i from 1 to SL                            //weight and bias update
         For j from 1 to S(L-1  )

         Update the weight ( )L
ji  using learning rate ( )L

i
         End 

         Update the bias ( )L
iB using learning rate ( )L

j
           End
      End
End
For every sample in training data sets    //Testing
       For every layer L, from 1 to          //forward pass
              For every neuron i from 1to SL

                     Input ( )L
i and output ( )L

iO  are calculated
              End
End
Calculate misclassiϐication error

0
( )

1
s


  

End
Misclassiϐication error percentage are calculated

100* ( )spercentage s    //In testing data set of total number of 
samples

Return percentage

DESCRIPTION OF THE DATA SETS
In this work we can select three types of data sets. Th e name of the 

data set is Waldenstrom’s Macroglobulinemia (B lymphocytes and 

plasma cells). It has been applied for the solution of B Lymphocytes 

(BL) and Plasma Cells (PC) from patients with Waldenstrom’s 

Macroglobulinemia (WM). Th e data set ID is GDS-2643. Th e total 

data set consists of 22,283 numbers of genes with 56 samples. Among 

them, there are 13 normal samples which consist of 8 normal for B 

Lymphocytes and 5 normal plasma cells and 43 diseased samples 

which consist of 20 Waldenstrom’s Macroglobulinemia, 11 chronic 

lymphocytic leukaemias, 12 multiple myeloma samples. Th e data base 

web link is http://ncbi.nlm.gov/projects/geo/ .

Now we can select B-cell chronic lymphocytic leukaemia cell, 

which consist of 22283 numbers of genes with 16 samples. In this 

sample analysis of B-cell Chronic Lymphocytic Leukaemia (B-CLL) 

cells that express or do not express Zeta-Associated Protein (ZAP-

70) and CD38. Th e prognosis of patients with ZAP-70-CD38- B-CLL 

cells is good, those with ZAP-70+CD38+ B-CLL cells is poor. Th e 

data set ID is GDS- 2501.

Now we can select acute myeloid leukaemia gene expression data 

set. Th e data set content 26 Acute Myeloid Leukaemia (AML) patients 

with normal hematopoietic cells at a variety of diff erent stages of 

maturation from 38 healthy donors. Th e total data set consist of 

22283 numbers of genes with 64 samples. Among them, there are 

38 normal samples which contents 10 normal for bone marrow, 10 

normal samples for peripheral blood, 8 normal samples for bone 

marrow CD34plus and 10 normal samples for Primed Peripheral 

Blood Hematopoietic Stem Cells (PBSC) CD34 plus. On the other 

hand there are 26 leukaemia samples which contents 7 bone marrow 

and 19 peripheral bloods. Th e data set ID is GDS-3057.

ANALYSIS OF THE RESULT

In this section, the usefulness of the methodology has been 

demonstrated three types of human leukaemia gene expression data 

sets. A comparative analysis with three existing methods like, SVM, 

SAM and SNR We have applied this procedure on the gene expression 

data sets for selecting important genes. We have found two classifi er 

groups. One is normal class and another is disease class. Aft er some 

iteration, we have found normalized value of every gene. Here we 

have considered a threshold value which is 0.05. Aft er normalization 

if the gene value is grater then 0.05, then which types of gene is normal 

gene. Aft er normalization if the gene value is less than 0.05, then 

which types of gene is disease gene. We consider several genes that 

are most signifi cant of our experiment. Th e gene expression values 

are signifi cantly changes from normal samples to diseased samples. 

Applying this process on the fi rst data set (GDS-2643), we have found 

that genes like ERCC5, TPT1 and CRYAB among the most important 

genes which are over the expressed the diseased samples. On the 

other hand RMT minimize the expression value and fully signifi cant 

in diseased samples. Th e gene are recognize as an under expressed 

gene. In order to limited size of manuscript, we have showed only the 

profi le plots of genes of GDS-2643 data set (Figure 2). In the case of 

GDS-2501 data set, the genes like IGLL3P, CD44, ASCL1, and RCN3 

have changed their expression values for normal samples to diseased 

samples. Similarly, the data set GDS-3057, like TAF4, KCNJ9, TTC12, 

CTIF have changed their expression values for normal samples to 

diseased samples. Th e usefulness of the methodology has been shown 

three types of leukaemia gene expression data. We have applied the 

methodology on the aforesaid gene expression data sets for selecting 

some important gene intercede diseases. In this methodology, at fi rst 

the genes are placed into groups based on the interrelation values. 

For fi rst leukaemia gene expression data set (GDS-2643), we have got 

8 groups, which contents 2741, 2856, 2691, 2476, 2786, 2813, 2784, 

and 2673 genes (Table 1). Same test, we have been carried out for the 

other two data sets.
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Figure 2: Expression profi les of some over expressed and some under expressed genes in normal samples which is represented by light line and diseased 
samples which is represented by bold line.

Table 1: Selection of groups and genes for different data set.
Data set ID Selected  group No of selected  groups  from selected  group Group No genes in each group
GDS-2643 4 19 1 2741

2 2856
3 2691
4 2476
5 2786
6 2813
7 2784
8 2673

GDS-2501 7 18 1 2453
2 2781
3 2843
4 2565
5 2374
6 2859
7 2987
8 2471

GDS-3057 5 17 1 2814
2 2957
3 2607
4 2576
5 2696
6 2878
7 2598
8 2770

In the case of second gene expression data set (GDS-2501), 

we have found eight groups which contenting 2453, 2781, 2843, 

2565,2374, 2859, 2987 and 2471 genes. Similarly, eight groups 

(containing 2814, 2957, 2607, 2576, 2696, 2878, 2598 and 2770) for 

leukaemia gene expression data (GDS-3057) have been found. An 

applying DNN, we have found the groups containing 2856 genes for 

GDS-2643, 2859 genes for GDS-2501 and 2957 genes for GDS-3057 

expression data to be the best groups. At last we have found 24, 21 and 

22 most important genes corresponding to the data set using SVM 

procedure. When using SAM procedure, these numbers are 23, 21, 

and 21 and when using SNR procedure, these numbers are 25, 27 and 

22 for three types of data sets. Th e numbers of genes that are obtained 

by SVM, SAM and SNR are 19, 18 and 17 corresponding to these 

data sets. 

Validation of the result

In this section, we show the validation of the result in two 

biochemical pathway namely statistical validation and biological 

validation which is describe the next sub subsection 5.1.1 and 5.1.2 

respectively.

Statistical validation: We compare the results obtained by several 

types of methods including DNN in this section. In this comparison 

we can use biochemical pathways, p - value, t - test, F - score and 

sensitivity. Using some earlier research we have also try validate 
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some our results. We have considered several types of biochemical 

pathway that are related in leukaemia gene expression data. From 

NCBI database (http://ncbi.nlm.nih.gov/projects/geo/). We have 

found this pathway for leukaemia gene expression data. Th us, we 

have been determinate to compare the result of this leukaemia gene 

expression data. In order to validate the results statistically, we have 

performed t - test on the genes identifi ed by DNN on each data sets. t 

- Test is the statistical signifi cance which indicates whether or not the 

diff erence between two groups average most likely refl ects a original 

diff erence in the population from which the group wear sampled. Th e 

t - value show the most signifi cant genes (99.9%) which p - value < 

0.001. For these three types of data set we can apply t - test and we 

get corresponding t - value. We have identify some important genes 

like IARS (5.98), MMP25 (4.58), TYMS (3.96), HPS6 (5.59), MLX 

(5.32), CALCA (4.12), HIC2 (5.02), ANP32B (4.56), TFPI (5.72), 

CRYAB (3.98), NCF1C (3.39), HNRNPH1 (4.92), etc. Th e number 

in the bracket shows t - value of the corresponding gene. Th e t-value 

of this genes exceeds the value for P = 0.001. Th is means that this 

gene is highly signifi cant (99.9% level of signifi cance). Similarly genes 

like ERCC5 (3.12), PRDM2 (3.17), PRIM2 (2.61), TPT1 (3.29), RPS26 

(2.83), EFCAB11 (3.22), PRPSAP2 (3.57), PRKACA (2.84), etc exceed 

the t-value for P = 0.01. It indicated that this gene is signifi cant at 

the level of 99%. Similarly genes like MED17 (2.34), MAPK1 (2.42), 

PIK3CB (2.05), NMD3 (2.34), ARG2 (2.19), EXOC3 (2.16), WHSC1 

(2.18), RFC4 (2.26), GLB1L (2.41), HNF1A (2.05) etc exceeds the 

value for P = 0.05. It indicate that this genes signifi cant at the level 

of 95%. Similarly genes like FLG (1.97), TXNL1 (1.82), RIN3 (1.95), 

CYBB (2.04), ZNF814 (1.72), KLF4 (1.28) etc exceeds the value for P 

= 0.1. It indicate that this type of genes signifi cant at the level of 90%. 

Table 2, 3 and 4 shows the list of genes and corresponding t - values 

of each data set.

For fi rst leukaemia data set (GDS-2643), we have found non-

small leukaemia and small leukaemia pathway. In these two pathways 

a set of 472 genes is involved. Th is set of genes we have compared 

obtained by three methods. Th e result of DNN, we have identifi ed 

297 and numbers of genes are common in database information. 

We have said these genes are True Positive (TP) genes. On the other 

hand we have found 104 numbers of genes that are in the set of 472 

genes respectively which is obtained by DNN but not present in 

the pathway. Th ese 104 and numbers of gene are said False Positive 

(FP) and the number are False Negative (FN) gene is 100 for DNN. 

Similarly, for other methods we have calculated the number of True 

Positive, False Positive and False Negative genes. From fi gure 3, 

compared to all other methods, it is comprehensible that DNN have 

been effi  cient to identify more number of True Positive genes but less 

number of False Positive and False Negative genes.

For second leukaemia gene expression data (GDS-2501), we have 

found 316 numbers of genes that are existent in leukaemia related 

pathway. From fi gure 3, it is comprehensible noticed that DNN 

perform better along with others 3 methods. Similarly we have found 

218 numbers of leukaemia gene expression data sets (GDS-3057). It is 

clearly show that DNN perform better than others 3 methods.

Biological validation: Th e disease mediating gene list and 

corresponding to an earmarked disease can be obtained in NCBI 

database (http: //ncbi.nlm.nih.gov/projects/geo/). Th e list is 

composing in terms of relevancy of the gene. For leukaemia we 

have got several sets of genes. Th e database results in349, 381 and 

378 numbers of genes for GDS-2643, GDS-2501 and GDS-3057 

respectively. For GDS-2643, we have identifi ed 349 numbers of genes 

each by using DNN procedure. Th is set of genes we have compared 

with 349 numbers of genes from NCBI and we can identifi ed 247 

numbers of gene for DNN procedure which is common in both set. 

We said that these genes are True Positive (TP) genes. On the other 

hand (349 - 247) = 102 numbers of genes for DNN, are not in the list 

which is obtained from NCBI. We said these genes are False Positive 

(FP). Similarly (349 - 247) = 102 number of genes that are present in 

the NCBI list but not in the set of genes which is obtained by DNN. 

In this reason these genes are call False Negative (FN). Likewise, we 

have compared our results with other 3 methods, viz., SVM, SAM, 

and SNR. Figure 4 show the corresponding results. Further our result 

Table 2: list of 68 genes (GDS-2643) (the fi gure within bracket after each gene are the corresponding t-values).

Genes(corresponding t-value)

IARS(5.98),TYMS(3.96),MMP25(4.58),MLX(5.32),HPS6(5.59),CALCA(4.12),HIC2(5.02), ANP32B(4.56),TFPI(5.72),
NCF1C(3.39),CRYAB(3.98),HNRNPH1(4.92),ERCC5(3.12), PRDM2(3.17),TPT1(3.29),PRIM2(2.61),RPS26(2.83),P
RPSAP2(3.57),EFCAB11(3.22), GDPD3(2.84),APP(3.82),RPL18AP3(2.82),UTY(5.46),MTMR9(7.71),TCF7L2(4.16), 
UBXN1(6.96),HAL(2.96),PRH2(7.38),SYT5(2.56),ZBED4(5.36),PPP2R5A(4.48), OPRM1(7.91),TIPIN(3.40),ZBTB33(
3.69),POLRMT(3.75),NCLN(4.26),CALD1(5.16), LMF1(3.46),PDK3(3.84),HCFC1(3.32),RCE1(3.58),SKP1(3.95),C4B
PA(5.84),PURA(3.50), USP34(2.42),ARFRP1(3.32),DCAF16(3.18),SEPT9(3.88)ETV6(4.10),LIME1(2.16), KMT2A(2.
56),IL5(2.46),GAP43(7.32),MED17(2.34),MAPK1(2.42),PIK3CB(2.05), NMD3(2.34),ARG2(2.19),EXOC3(2.16),WHS
C1(2.18),RFC4(2.26),GLB1L(2.41), FLG(1.97),TXNL1(1.82), RIN3(1.95), CYBB(2.04), ZNF814(1.72), KLF4(1.28)

Table 3: list of 55 genes (GDS-2501) (the fi gure within bracket after each gene are the corresponding t-values)

Genes(corresponding 
t-value)

RRAS2(5.93),ZDHC17(3.86),MGAT5(4.38),TNPO1(6.32),TFRC(5.51),H3F3AP4(4.72), RCN3(5.22),ZNF287(3.56),MPL(5.52),KRT
10(3.49),ACTB(3.68),IGLL3P(5.92), MLST8(3.32),GCDH(3.17),CENPN(4.29),KCNE2(3.61),GGA2(2.53),CD44(3.37), GAPDH(3.2
8),KMT2A(2.84),EEF2(3.62),GGTLC1(2.82),CA9(5.86),SFRP4(7.51), ASCL1(4.36),KLK14(6.76),DUSP26(3.96),CD6(7.38),ALCA

M(2.26),TACSTD2(4.36), ELK4(4.41),EHD3(6.91),GPL96(3.45),PXN(3.69),GIT1(3.45),CACNB2(4.76), ZNF335(5.36),P7CRA(3.16
),VKORC1(3.44),CENPU(3.32),BTN3A2(3.68),FGD6(3.75), CCL1(5.14),SLC7A8(3.52),FRZB(3.42),AKR1B1(3.32),UBE2Z(3.38),O

GN(3.48), ESR1(4.18),ZNF835(2.86),TWF2(2.51),MECOM(2.46),TUBB3(7.92),AP1S2(2.84), HOXA11(2.82),

Table 4: list of 63 genes (GDS-3057) (the fi gure within bracket after each gene are the corresponding t-values)

Genes(corresponding 
t-value)

GGCX(5.18),LLS(3.66),TMEM177(5.58),ZNF200(4.62),ETV1(5.19),TAF4(4.52), DSN1(5.81),MUS5B(4.51),CAP2(5.02),ATP2B2(3.3
9),TDG(3.28),KRBOX4(4.22), GNAQ(3.82),CYB561(3.29),FLRT1(3.89),RHOQ(2.61),CHD3(2.23),GOSR1(3.21), USP13(3.92),FRM
D8(2.24),VAV13(3.02),KCNJ9(2.18),CALHM2(5.76),CTIF(7.71), CAP2(4.96),SPG7(5.56),PLA2G4B(2.36),AJAK2(7.38),GJB1(2.28)
,HCRP1(4.36), BMP7(4.98),TTC12(7.11),IKZF5(3.49),MARCH6(3.23),GRB10(3.75),BTCC1(4.96), ERAP1(5.28),PRPF23B(3.16),A
RHGEF16(3.24),CD24(2.32),ZNF358(3.28),MED24(3.25), NAB2(5.44),BICC1(3.28),MARCH5(2.82),SDF2(3.18),CCNF(3.58),EPB4
1L3(3.18), ALOX12P2(4.10),PAVLB(2.76),PTGDS(2.26),PSMA2(2.81),BTNL2(6.12), SH2D3C(2.84),PRODH2(2.18),SPACA1(2.55),

MROH7(2.84),RAP2B(2.72), ATG4B(2.71),ABL1(2.29),DSC2(2.26), CIB2(1.27), UQCRH(1.27)
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Figure 3: Comparison among the method Here TP, FP, FN indicates the number of True Positive, False Positive, False Negative respectively.

Figure 4: Comparison among the methods using NCBI data base. Here TP, FP, FN indicate True Positive, False Positive, False Negative respectively.

are validate, we have performed Sensitivity on the gene expression 

data sets. At fi rst we have calculated the numbers of True Positives 

and numbers of False Negatives corresponding to every method for 

each data set. Sensitivity is calculated using the following equation

TP
Sensitivity

TP FN



              (16)

Figure 5 show Sensitivity of DNN methodology is much higher 

than the others existing methods. Figure 5 also comprehensible 

notice that DNN procedure are performed the best result compared 

with SVM, SAM and SNR methods.

CONCLUSION

In this article, we have provided a procedure based neural 

network model for identifying genes that’s under or over expression 

may be normal or may be diseases. Th e procedure is identifying 

genes by using Deep Neural Network (DNN) model. Th e utility of 

the procedure have been demonstrated three type human leukaemia 

gene expression data sets. Most important genes are obtained by 

the procedure have also been corroborated using their p -value. Th e 

best performance of the procedure compared to the three existing 

methods like SVM, SAM and SNR. Th e result have been corroborated 
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using biochemical pathway, p - value, t - test, F - score, sensitivity and 

some existing result expression profi le plots. It have been found that 

the methodology has been able to the genes are more signifi cant. 
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Figure 5: Comparison among the methods using NCBI data base in terms 
of F-score.
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